Final Exam Project

**Introduction**

In this project, you will implement the agent programs for a simple reflex agent, an expectimax agent and a q-learning agent. You will test your agents on a grid-based simulation of an autonomous driving domain.

The code for this project contains the following files, available as a zip archive called final\_exam.zip on canvas.

|  |  |
| --- | --- |
| **Files you will edit:** |  |
| agent.py | A file that implements different agent classes. This is the file where you will implement your code for different agents. |
| features.txt | You will specify the number of features defined for your learning agent in this file |
|  |  |
| **Files you should read but NOT edit:** |  |
| driving.py | The main file to run in this project. |
| problem.py | This file implements the controllers for different agent types. |
| state.py | This is an important file for your reference. This file consists of all the helper functions you will need to implement your agent program. This is your interface to the environment. |
| environment.py | This is the file that defines the autonomous driving environment and implements the simulator functions. You may not access the attributes and methods of this class directly. |
| autograder.py | This is the file that grades your project. |
|  |  |
| **Files you can ignore:** |  |
| test.json | This file has the test cases encoded for your project. |

**Files to Edit and Submit:** You will fill in portions of agent.py during the assignment and features.txt where you will specify the number of features you have defined. Please do not change the other files in this distribution or submit any of our original files other than these files.

**Python**

This project is developed under 3.7 but should also work under 3.6. If you encounter any python issues, please let us know on Ed Discussion.

**Libraries**

This project uses the numpy library that may not be available by default in a python installation. You may have to install it prior to beginning your project. Please see instructions to install it below:

* <https://numpy.org/install/>

**Visualization**

The autonomous driving environment is a grid-based discretized simulation of driving on a highway as shown below.
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The autonomous agent (A) is indicated by the character ‘A’.

The other cars on the road are indicated by the character ‘^’.

The direction of movement of all cars is from the bottom of the grid to the top of the grid. The goal is to have your agent drive successfully outside the top row of the road without crashing into other cars or moving out of the sides of the road (which is also considered as a crash).

**General Information on the Simulator**

At the start of the program, the environment is initialized with an autonomous driving agent (referred to as A throughout this project) and some other cars at random locations on the road.

The position of a car on the grid is represented by (r, c) where, r indicates the row (counting from 0, starting from the bottom to the top of the grid) and c indicates the column of the grid (counting from 0, starting from the left to the right of the grid).

At every step, your agent A and other cars take an action from the list of available actions: move forward (F), move left (L), move right (R), and wait (W). These available actions are all considered legal for your agent at any given step. However, the legal actions for any other car depend on its surroundings at a given step. The movement of the other cars (i.e., all cars except for your agent) are random but they will not crash into each other. However, they may crash into your agent A.

When a car crosses/moves out of the top of the road, its position updates to None, where None is a keyword in python indicating no value. Essentially, the car does not enter the road again. Also, no new cars are deployed in the environment once the environment is initialized.

At any step, if there is a crash or if your agent has successfully reached the top end of the road, the simulator terminates.

**Getting Started**

To get started, run driving.py in manual control mode which uses keyboard inputs.

*python driving.py --agent manual*

The commands available for manual control are:

F: to move forward

L: to move left

R: to move right

W: to wait in the same location

S: to stop the simulation (this is a command available only in manual control and is not a legal action)

Note: The action commands are case sensitive i.e., only upper-case characters will be recognized. For example, to move forward press shift+f.

Another option is to observe a random agent drive. Since the default agent type is random, you can simply run the following.

*python driving.py*

Once the simulator has started you may press enter to step through the environment.

**Input arguments**

|  |  |  |
| --- | --- | --- |
| --agent | String | Available agent types are manual, random, reflex, expectimax, and learning. The autonomous agent (A) is initialized as the specified agent type. |
| --height | Integer | Specify the length of the road (discretized distance). Default is 10. |
| --width | Integer | Specify the width of the road (number of lanes). Default is 4. |
| --occupancy | Float | This argument takes a value between 0 and 0.3. Specify the percentage w.r.t. the number of grid cells that must populated with other cars. For example, when it is 0, there are no other cars on the road and when it is 0.2, 20% of the cells are occupied with other cars. Default is 0.1. |
| --init | Float | This argument takes a value between 0 and 0.9. Specify the starting location of A w.r.t. the length of the road. For example, when it is 0.1, your agent A is initialized somewhere near the bottom of the grid and when it is 0.9, it is initialized somewhere near the top of the grid. Default is 0.2. |
| --seed | Integer | This seed is used to populate other cars on the road randomly. A given seed will result in the same initialization of other cars on the road. Default is 3. |
| --episodes | Integer | Specify the number of episodes you wish to train the agent on. This argument is used by the learning agent only. Default is 50000. |
| --features | Integer | Specify the number of features you wish to define for your learning agent. If this argument is not passed and there is a mismatch in the number of features defined, the code will throw an error. Default is 4. |

You may customize the road by using the height, width and seed arguments described above.

**Running the autograder**

The autograder script takes the following arguments:

|  |  |  |
| --- | --- | --- |
| --q | String | The question you wish to be grades. Enter q1, q2, or q3. Default is None. |
| --verbose | Bool | Specify True if you wish to print the console output for each test case. Default is False. |
| --features | Integer | Specify the number of features you wish to define for your learning agent. If this argument is not passed and there is a mismatch in the number of features defined, the code will throw an error. Default is 4. |

Some examples of running the autograder:

*python autograder.py --q q1*

*python autograder.py --q q2 –verbose True*

*python autograder.py --features 5*

**Question 1 (5 points): Simple Reflex Agent**

﻿A reflex agent chooses an action at each choice point by following reactive rules given the current percept.

A percept is a (3 x 3) sized grid which is a localized view of the road with the agent A as the center of the grid with the following markers.

0: empty cell

1: other cars

2: autonomous agent (A)

-1: edge of the road (left, right and bottom edge of the road)

10: end of the road (top edge of the road)

Following are some of the examples of the percept.

|  |  |
| --- | --- |
| How the percept is displayed | Corresponding markers |
|  | -1 0 0  -1 2 0  -1 0 0 |
| A grid with white lines  Description automatically generated | 0 0 0  0 2 0  0 0 0 |
|  | 1 1 -1  0 2 -1  0 0 -1 |
|  | 10 10 10  0 2 -1  0 0 -1 |

Like the road grid, the percept grid is also indexed as (r, c).

For example,

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFsAAABaCAYAAADXaio8AAAJPElEQVR4Xu2diXcNVxzH+2+0tha1k1hCCMcSW1CtqioVO11Cq6iitmgqliiiqcYSpWhptNRWWoSUVqu6IPZ936pF9nA733sykzv3996tvHczh5k353zOkXnfeW9+n7yZd+fO78UTT1apy0I4wxPyihBlB5FdqWZD1uH5niRYFkR3eYlVqdOYrNdN7UYtWFTbLqx8tTBWqUYD8rhOVDUR2THdejEsletEkLBucnJyWZ9Bb5L1OqnZsDnLy8tj9+/fZ3fv3WNXrl4jGZ2oanK97Br1o3g95gLhckYnqpos2QvTPrfeAVgKCgr4zwkz5rAbN2+xm7f+tpF19DjfRl4Pho8azw78cZCsB2MnfsCfF2DB6+HfX6/f5Pf5JsRP97sPQ+JGkvVg+ao17K9DWdbriMvkhJkkb24TyD4MfGOE35p8yq7XpBVrHdONDRs5jm/Q6cVe/OdaxmH4XI9YQvuuL7MmLTuS9QDnSJy75PUA7zQ8LygoLGTvxyfyf9dvFu33+bBv8jqAfcBpQl4PmrbuxCJbxRh19GYPHjywROfk5LAGzdqSvLlNIPuAc7S/mnzKNnHbaaRqvSbW0Yrl3r1s9kztsqtNVRORXS2sKRs6bBQr92wYCetmwOtvs7qNW5L1OoHsvPx8m+yqdZuQnC5UNRHZbgNis7NzbLKrhzcjOSfwhOw7d++WyM7O5p9Dcs4JPCH79u1/bLLrRPg+zMsa18uuYsjGEE2UHR7ZhuScgMh+pnYjPg59tl4kCevmrdHjWcsOL5D1OqlStzG7JcjONmQ3iGpLcrpQ1URkY0ewtGjflYR9gfmGnbv3sKKi+yxu5FjyuIoz586z94yLHHm9P7r3HsjyjZHFoawjDz00hezb//wryM5hES3ak5wuVDUFLXvB4s94HpfBuGoqzSSWasdkGrfswG79fZtlGxcluEj5dvNWkvEFf2cb24myI1vHkJwuVDUFJdu82oRwjC1PnDzNLl+5yq+25KwvVDsmgiu0rCPH2LXrN1iz6M78Cg1LYtI8kpXBtuI5G7KjoruQnAmuMU6dPss6vvAK/zklNY2/9sOOzVU1BSV7xkfz2dTE2dbP4U3bsCXLVrIesYNJ1heqHRPBJXHa8lWsVceSc+E7YyexlIVL//fiC7Kv37hZIts4Mlq0818bnm/b9gz+pkFtOIrwC5Bz/lDVFJTsYFHtmC4g++q16zbZrWK6kZwIBgenz5zj+fkLFpPHVahqcr3syobsy1eu2WRHd+5OciI4Qs1f0Oq168njKlQ1eUB2BLt46YolG7N+OC3JOZOnazXi08P4/Hlt+Gg+iYWhsJzzh6omT8g+f/GSIDuXz2zKORPMZ+PCxxwrz5qbwoe1ql+QiKomT8g+d/6CTXaX7q+SnC5UNblfdu0IdubseZvsri/HkpwuVDUR2fgkXrZyNb/bIj+mm6R5n/C7HfJ6nUD2oayjJbJzc1m3Xv1JTheqmohstwHZP+3bb5P90quDSM4JXC8bt8Ay9+6zZOcasnv2HUJyTuAB2Y3Yrsy9Ntm9B7xOck5AZLutIwqyM/f+LMjOY7GD4khOF6qaiGy33V2H7OMnT9lk9xs6nOR0oarJ/bKNK8JjJ06WyM7L4001ck4Xqpos2V7qiFqdvo7kzW0C2YdQR1RxRxQ+f8wZPCy40/Pu+HiSN7cJZB9CHVHFYGJJvKjBOy7undLdvisNqpqIbLd1REH21h922mTjpqyc04WqJiLbbTxdqyFbs3a9IDufjRgzkeScwBOyv/jqG5vs0eOnkJwTuF+2cZG24sv0EtnGB+SYCVNJzgk8IRuzmKLscZMSSM4JiOxHvSOqQrVw3hgkr/cHph/S1220ZGPoN2FqIsnpQlUTkf0o3zzA2B0LOqLkx/wB2Rm799hkl+aeYmlR1fRYyZ6dvMCShosP+XFfQPaOjExrO8iOT0wiOV2oanqsZB85doI30GAqIX7awwmrVLMB+2HnbkF2AZ+CkHMmj2xHVLCodkwGbWdY3hgxhmXu+Zn9sv8AyfgCsvELEmUnJiWTnEmoI8ogYeYcvl+Yv8DpBBLCIluTnAy+0SteQeYbR8XMOR+TnIjnO6IwiygvD7MtZG/Ztt3aBrJxU1bOiXi6Iwr7hHcyDmtMkAGcv3G7S87KVDRkb/rue0s2zvdzU1JJzsTzHVEjxkzg+9S0TWdrXfKCRVwcZMp5ETy+YfM2m+xkxakh1BEVBJC9fuN3NtkpC9NITheqmjwh+5sNWwTZhezTJctITheqmohst3VEVaxRn6WmLbfJXrR0BcnpQlUTke02Klavz+dCLNmFhfxbDHLOCTwhe9zkDy3ZhYZsHLlyzglcL7uCIRvnUFE25rflnBMQ2W7riILsyQkzbLJXrfma5HShqonIdtvddcjesHmrTTbuSco5Xahq8oRscZxdWFjE0tdtIDldqGqyZHupIwrr5by5TSD7EOqIKu6Iamvsx45dP1qii4qK+CygnDe3CWQfQh1RxZSvFs7WGqcNUTYmpuScLlQ1Edlu64iC7LHCOBuyt2zbQXK6UNVEZLsNyO7/2ls22d/v2EVyTuAJ2bGD42yyt2dkkpwTeEI2vkMjys7I3ENyTuAB2WGsZ7+hJbKNYRm+PSbnnIDIftQ7okpLeeODfrjxOuaCMfDefb+SnC5UNRHZbrt5gFHV3JSFNtn7fv2N5HShqskTsufMT7XJ3n/gD5LThaomT8gW29Yg+/c/D5KcSagjKggge9bcT2yy/zx4mOTEvOc7ogIF8mZ89LEg+wE7fOQoyYl4viMqUCB7elKyJRvvVDT4yDkRT3dEBUO5qvXYtFnzbLLx9Wo5Z+L5jqhgeMqQjTl5UfapM2dJziTUERUEkI0POlH22XMXSE4Xqpo8IXvKh7Nssi9cvERyulDVRGS7rSMKsvsOGWaTjWGdnNOFqiYi221AdsPm7Wyy8Qd05ZwTeEI2hnLighu3cs4JXC8b4DaVuOD/QJAzTkBku60jCuDvZYvLv3fukIwuVDUR2W67uw4wVhaXsvzP3FQ1eUI2/qi6LLusugdUNVmyvdQRhXVy3twmkH0IdUQVd0ThuRd/toKdNi7Rn+vRh3V+sbff1wl1RGngg+mzlTcMdKKqich2W0cUwFf6nPpjt6qaiOwQZUdItoOEZDvIf9jVwtDQ3WRNAAAAAElFTkSuQmCC)

In the above percept, your agent A is at (1, 1), the other cars are present at (0, 0) and (0, 1). The cells (0, 2), (1, 2) and (2, 2) have the value -1 indicating that A is at the edge of the road. In such a situation, moving right would lead your agent A to a crash and out of the road.

Note that the variable self.road in environment.py which is the whole 2D representation of the road (shown above) does not have markers (‘x’ or ‘G’) to show boundaries of the road. This is exclusively a representation used for the percept to maintain a 3 x 3 input given any location of ‘A’. To clarify, we have shown the boundaries of the road in bold white lines.

You are required to write your code in the get\_action function of the ﻿ReflexAgent class given the current percept.

The get\_action function is required to return an action among the legal actions (‘F’, ‘L’, ‘R’, ‘W’).

Hint: Implement a bunch of if-elif rules to govern the behavior of your reflex agent.

Note that the reflex agent cannot see beyond the sensing range nor has access to the percept history.

Test your code by running:

*python driving.py --agent reflex*

**Question 2 (10 points): Expectimax Agent**

﻿An expectimax agent chooses an action at each choice point based on the expectimax algorithm. Essentially, an expectimax agent, will take the expectation according to your agent A’s model of how the other cars move. To simplify your code, assume you will only be running against other cars which choose amongst their getLegalActions uniformly at random.

For this agent, you are required to write the get\_action function and the evaluation function of the ExpectimaxAgent class given the current road state.

The get\_action function is required to return an action among the legal actions (‘F’, ‘L’, ‘R’, ‘W’) and the evaluation\_function is required to return a score (float).

To help build the code, a bunch of helper functions are provided in the state.py file, specifically, in the ExpectimaxState class.

The default depth for the expectimax tree is 2.

Test your code by running:

*python driving.py --agent expectimax*

**Question 3 (10 points): Learning Agent**

A learning agent in this project is an approximate Q learning agent. An approximate Q learning agent chooses an action at each choice point based on the weights it has learned over the features extracted.

Unlike the pacman project, where the features were extracted for you, in this project you will implement the get\_features function of the Learning Agent class. The get\_features function is passed a state object which is an instance of the LearningState class. The LearningState class defines a set of helper functions for you to access the attributes of the environment such as the self.road, self.cars, self.height and self.width. These attributes are your friends when writing the get\_features function. For example, one of the features that you may find useful would be distance to the closest car on the road. Another feature that might be helpful is whether the agent chose an action that leads to a collision. Note that these attributes should be accessed only via the helper functions defined in the LearningState class.

In addition to writing the get\_features function you will also implement the ﻿get\_Q\_value, ﻿compute\_max\_Q\_value, and the ﻿update functions of LearningAgent class in agent.py.

Note: when writing your ﻿compute\_max\_Q\_value function, be aware to check for terminal states (crash or successfully crossing the top row of the road). You needn’t worry about checking for terminal states in your get\_features function or ﻿get\_Q\_value functions.

Test your code by running:

*python driving.py --agent learning --features <enter-#-features>*

**Testing**

Remember to test your agent for edge cases such as ‘A’ surrounded by cars in all directions, agent starting in the first, middle, or last row of the road, high occupancy of cars on the road, etc.